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Key Research Questions
e How can we develop a circuit generator using machine
learning (ML) that minimizes noise?
How can we leverage simulations data for this purpose?
What are the limits of quantum simulations?
e How may we explore noise mitigation and error correction
techniques?

( Semester Goals

Following up with simulation work, the team seeks to continue
delving deeper and achieve outcomes in four key areas.
Namely,
1. Data pipeline: method to generate randomized circuits.
2. Data collection and analysis: Further investigation of
the types of data collected.
3. Quantum simulations: Create more quantum
simulation algorithms
4. Benchmarking: Identify bottlenecks in quantum

(

Benchmarking/Simulations

e Finalized implementations of Qiskit
benchmarking algorithms

® Created scripts for scaling problem size

e Refactored algorithm implementations
for ease of use

e Completed
environment set-up for
usage measurement
libraries

o DCGMI and NVIDIA-
SMI support

e Set up Intel PCM
resource monitoring

e Collected initial CPU
utilization
measurements for
Bernstein-Vazirani and

Challenges
e Directory permission issues
® Heterogeneous hardware, OS and software
compatibility
® Resolving CUDA and cuQuantum environment issues for
simulations
o Unable to perform simulations using GPU
o Scattered work environments
e Limited number of qubits with simulation of Simon’s
Algorithm due to memory limitations
e Variation in error in data obtained limited viability

Future Work
o New project directions
o  Exploration of IBM error models
o  Add new research question: impact of

different types of error on circuit
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